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refs: Variational Graph Auto-Encoders, semi-supervised classification with GCNs
• Intro to use GNNs to do SBM :
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• Two additional topics:
• SBM’s link to clustering 
• Adaptation methods of GNN for featureless graph 



Community detection problem 

Example of overlapping 
communities' detection

Important problem!!!
Stereotypical application 
areas: 
Social networks,
Genomics

In fact, if your problem can be 
represented as graph, you 
may formulate a community 
detection problem  



Stochastic block models

• P = 
[C_11, C_12
C_21, C_22]

Definition 

Example 



Variations of SBM

Original A\in {0,1} 
SBM on weighed graph
Weighted A_ij are float Overlap community 

This paper (SBM meets GNN) 
dealt with this type



Quick glance of result of Stochastic block 
models meet GNN



Graph Neural networks (GNN) vs conventional 
SBM

Conventional approaches
Input (A) 
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GNN approaches with Node features
- Features associated with each nodes
Input (A, X[feature_vi] ) 



• Variational Graph Auto-
Encoders https://arxiv.org/pdf/1611.07308.pdf

• SEMI-SUPERVISED CLASSIFICATION WITH GRAPH CONVOLUTIONAL NETWORKS

https://arxiv.org/pdf/1609.02907.pdf

GNN and key references 

High level 
illustration



Technical details

the form of this propagation rule can be motivated1 via a first-order approximation of localized 
spectral filters on graphs  details see semi- supervised learning with graph networks

Approxim
ately ~





Use GNN for SBM

• Decoder 

f deterministic nonlinear transformation of the 
node embeddings zn (this paper uses leakyReLU)

Activation 



Use GNN for SBM: Encoder

defined by a graph convolutional network that 
takes as input the network A and node features 
X (if available) and outputs the parameters of 
the variational distributions of the model 
parameter

membership
Amp, and 
variance

Stick-break Construction 
variables 



Training loss



result of Stochastic block models meet GNN



What if there is no node features ? 
- for privacy reasons (no info of user in social network, 
for example)
- My graph is simply a featureless graph on each node

Simple solution: Replace X with the identity matrix in the GCN.  
From Variational Graph Auto-Encoders https://arxiv.org/pdf/1611.07308.pdf

Node features are useful for additionally information for 
doing community detection



More options you can use
- from “On Node Features for Graph Neural 
Networks” 

• On Node Features for Graph Neural Networks (arxiv.org)

1 Centrality-based approaches -
compute a node feature based on its 
role in the graph. Usually a scalar 

2.Learning-based approaches 
a node feature is considered as the node 
embedding obtained from an 
unsupervised learning process which 
considers the whole graph structure



Connection to Clustering 

• Clustering algorithms doesn’t model the cross-community connection 

• Clustering performance are usually measured by small intra-cluster 
distance and large inter-cluster distance, which is not necessarily the 
case for block models

• It is still possible to use clustering algorithm as cheap variant for SBM 



Key references

• SBM meet GNN https://arxiv.org/pdf/1905.05738.pdf [main]
• Variational Graph Auto-

Encoders https://arxiv.org/pdf/1611.07308.pdf
• semi-supervised classification with 

GCN https://arxiv.org/abs/1609.02907        
(this papers talk more on the case of given one label per community, 

that are not covered in this talk)
• node features 

importance https://arxiv.org/ftp/arxiv/papers/1911/1911.08795.pdf


